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[bookmark: _Hlk514274591]1		Discussion
Vertical federated learning or feature-based federated learning is applicable to the cases that two data sets share the same sample space but differ in feature space. This is shown in Figure 1.



Figure 1: Vertical federated learning

In the industry there are numerous algorightms for supporting VLF, e.g., non-split VFL (with/out coordinator), split VLF, customized VLF etc. In non-split VFL, VFL is either supported through the use of a coordinator where each party exchange intermediate results and computes gradients for the model which are sent to a coordinator and the coordinator updates each model and scenarios where no coordinator is used and each party autonomously trains their own model based on exchanging intermediate results and gradients.
In split VFL the model is split between several parties. One party own the top model (global model/label owner) and other parties own one or more bottom models (that are used to train the top model).
The decision of which VFL algorithm to use is based on the model training function implementation and should not be in scope of the study. However, in order to support VLF, there is a requirement that all parties participating in the VFL process have aligned samples. Feature alignment may also be needed according to the implementation.
Observation 1: Sample alignment is the main requirement that needs to be supported for VFL operation
Such alignment of samples is beneficial to happen before the VFL process start in order to avoid wasting resources in case during FL process it is determined that alignment of samples is not possible.
Observation 2: Sample alignment is beneficial to happen before the actual VFL process start.

In order to support such alignment for VFL, it is proposed that an NF (e.g. an FL function) receives a model request for VFL operation that includes, "Data Set Requirements" containing available Samples and/or Features for the VFL operation.
The VFL function on reception of a VFL operation may perform the following tasks:
-	Identify other VFL function(s) that perform VFL operation based on the model requested 
-	Identify the data availability (features/samples) available for VFL operation based on the Data Set Requirement
-	Carry out alignment of samples ensuring that the same samples are used by all parties of the VFL process.
-	Select one (or more) VFL function in order to support the model training process
-	Provide a candidate list of VFL functions that can participate in the FL process

The detailed procedure is as follows:

2		Proposal
The following key issue is proposed.
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases	Comment by Lenovo DK: to be updated
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	Use cases (optional)
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	<Key Issue #1>
	<Key Issue #2>
	<use case #x>
	<use case #y>
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******************************** Second change (all new text)  *******************************
[bookmark: _Toc101170915][bookmark: _Toc8115][bookmark: _Toc101336981]6.x	Solution X: Supporting alignment of samples for model training using VFL
[bookmark: _Toc101170916][bookmark: _Toc552][bookmark: _Toc97269611][bookmark: _Toc101336982]6.x.1	Description
Editor's note:	This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.
Vertical federated learning or feature-based federated learning is applicable to the cases that two data sets share the same sample space but differ in feature space. This is shown in Figure 6.x.1-1.



Figure 6.x.1-1: Vertical federated learning

In the industry there are numerous algorightms for supporting VLF, e.g., non-split VFL (with/out coordinator), split VLF, customized VLF etc. In non-split VFL, VFL is either supported through the use of a coordinator where each party exchange intermediate results and computes gradients for the model which are sent to a coordinator and the coordinator updates each model and scenarios where no coordinator is used and each party autonomously trains their own model based on exchanging intermediate results and gradients.
In split VFL the model is split between several parties. One party own the top model (global model/label owner) and other parties own one or more bottom models (that are used to train the top model).
The decision of which VFL algorithm to use is based on the model training function implementation and should not be in scope of the study. However, in order to support VLF, there is a requirement that all parties participating in the VFL process have aligned samples. Feature alignment may also be needed according to the implementation.
Such alignment of samples is beneficial to happen before the VFL process starts, in order to avoid wasting resources in case during FL process it is determined that alignment of samples is not possible.
In order to support such alignment for VFL, it is proposed that an NF (e.g. an FL function) receives a request for VFL operation that includes, "Data Set Requirements" containing available Samples and/or Features for the VFL operation.
The VFL function on reception of a VFL operation may perform the following tasks:
-	Identify other VFL function(s) that perform VFL operation based on the model requested 
-	Identify the data availability (features/samples) available for VFL operation based on the Data Set Requirement
-	Carry out alignment of samples ensuring that the same samples are used by all parties of the VFL process.
-	Select one (or more) VFL function(s) in order to support the model training process
-	Provide a candidate list of VFL functions that can participate in the FL process

[bookmark: _Toc157747896]6.X.2	Procedures
[bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc92875664][bookmark: _Toc93070688][bookmark: _Toc157534626]Editor's note:	This clause describes high-level procedures and information flows for the solution..
The procedure is shown below:


Figure 6.x.2-1: Data alignment for vertical federated learning
1.	An NF (e.g. a VFL function) receives a request for model training where the request may include a VFL preparation indication, an identifier identifying the type of model training required (analytic ID) and data set requirements (including Event ID(s) and Samples available for the training process).
2. 	The NF discovers (from the NRF) a list of of VFL functions that can participate in the VFL process 
3a.	The NF sends a request for model training using VFL to each of the VFL functions and includes the Data Set Requirements anda Analytic ID
3b.	Each VFL functions determine if they can participate in the VFL process by checking whether the data according to data set requirement are available (or can be retrieved) and other factors (e.g. load of NF, feature support).
3c.	The VFL functions responds if they can join and may include the Available Data Set which contain information on samples matching the samples requested in the Data Set Requirements.
4.	The NF determines which samples and/or Features can be used in the VFL process and selects a (list of) VFL function that can participat in the VFL process.
5.	 The function responds to the VFL request the available samples and/or features for the VFL process and a list of VFL function that can participate in the model training process.

[bookmark: _Toc157747897]6.X.3	Impacts on services, entities and interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.
-	New functionality to support alignment of samples for the VFL process.

******************************** End of change *******************************
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